TTIC 31230 Fundamentals of Deep Learning
Regularization and Generalization Problems

Problem 1. The Stationary Points for L, Regularization. Consider the
regularized objective
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By setting the gradient of the objective to zero, solve for ® as a function of the
average gradient g defined by
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Note that a larger sample size justifies having a larger norm for the parameter
vector.



