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Adjusting Generation

Temperature, Guidance, and Majority Voting



Temperature-Adjusted Generation

Training: ®* = arg;)nin E(3. yy~pPopl— In Po(y|z),

Py (y|lz) = softmax s¢(y|x)
Y

Desired Generation: Pg (y|z) = softymax Bsp(ylr) Pq)(y)ﬁ



Temperature Adjusted Generation for Language

In practice we use

Pg(yzﬂ Y1, ) = SogtiﬁaX&@(yHl Y1, i)
//

x Po(yisi | vty i)’

This 1s different from

Pg(m, o yN) o< Po(yr, ... yn)”



Temperature-Adjusted Generation for Language
In language translation we take 8 = oo (softmax = argmax).

For language generation 5 = 1 tends to yield rambling and
incoherent text.

On the other hand 5 = oo generates repetition.

We look for a Goldilocks S.

An alternative to temperature-adjusted generation is top-P
sampling, also called nucleus sampling, which is similar in
structure and performance.

There is a literature on generation adjustment for language.
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Temperature-Adjusted Reverse-Diffusion

_ Ealylt, (1)) — 2(t) L
z(t—At)—z(t)Jr( , >At+\/ge\/A7t

As with language generation, this is not the same as Pg (y) o< Pyp(y)”



Classifier Guidance

Diffusion Models Beat GANs on Image Synthesis
Dhariwal and Nichol, May 2021

For class-conditional generation of imagenet images P(y|x)
they train an unconditional diffusion image model Pg(y)
and utilize a pretrained imagenet classification model Py(x|y).




Classifier Guidance

They note that

P(y)P(x]y)

Pylr) = Px)

x P(y)P(zly)

For generation they modify the reverse-diffusion process so as
to intuitively approximate

Pg:g(yklf) = Soft?gnax 5(‘9@(9)4‘75@(1‘@)) X PCD(:U)BP\IJ(SC’y)B—Py



Classifier Guidance

z(t—At) = z(t)+

<E<1>[y|t, Zit)] —20, . qu(;cz(t») At+% eV AL

This is different from, but motivated by,

Py a(ylz) o Po(y)” Py(aly)*



Conditional Diffusion Models

Py (y | panda bear chemist)

Train Eglylt, z(t), «]

9



Classifier Free Guidance (Self-Guidance)

Classifier Free Diffusion Guidance
Ho and Salimans, December 2021 (NeurIPS workshop)

Training: ®* = argqr)nin E(3 yy~pPopl— I Po(y|z),

Py (y|lz) = softmax s¢(y|r)
Y

We introduce a special z-value () and arrange that
Pop(y|@) = Pop(y).
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Guidance

For 5 > 0 they modify the reverse-diffusion process to intu-
itively approximate

P B
Pilole) = softua Ba(ylo)~(3-Dsaull) x 20T
For 8 = 1 we have no adjustment.
Py(ylz) = Pp(ylz)
For 8 >> 1 (used in practice) we have.
B
Pyyke) e softmax Ssayls) — suul0) (o5 )
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Guidance

g
Pyyle) = softmax S(suyle) — solul0) (i)
2(t=At) = 2(t)+ <(E‘D[yt’ 2(t), 2] — f@[ylt, 2(1), 0]) — Zt) At+\% eV/At
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Guidance

9 Py(ylz)\"
Folulr) o (Pi@\@))

Ho and Salimans motivate this from Classifier Guidance and

But this 1s false.




Guidance

2(t—At) = 2(t)+ <<E¢[yt’ 2(t), 2] = E@iyﬁa 2(t), blurry]) — Zt)

1
At+— eV A
t+\/B\/t

This will make the generated image sharper.

14



Conditional Generation

Training the encoder and the decoder conditioned on z (as in
a language translation model). This trains 2;_1(z;, x).

For generation we then have

Unadjusted: z;_ 1 = 2;_1(z;,x) + €

1
Temperature Adjusted: z; 1 = 2, _1(z,2) + —= ¢

VB

Guidance Adjusted: Zi—1 = ,731'_1(27;, mgood) — 22’—1(2@'7 bead) + €

L
VB
Output z1
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Adjusted Generation: Majority Voting

Self-Consistency Improves Chain Of Thought Reasoning In Language Models
Wang et al., March 2023

The answer is taken to be a majority vote over stochastic chain
of thought generation.

>k .
answer” (question) = argmax
answer

L thought~ P 1 p1(thought|question)

Py 1 \vi(answer|question; thought)
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END



